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7.2 Transformation Method: Exponential and
Normal Deviates

In the previous section, we learned how to generate random deviates with
a uniform probability distribution, so that the probability of generating a number
between = and = + dz, denoted p(z)dx, is given by

_Jdr O0<zx<1
p(e)dz = { 0  otherwise (72.1)
The probability distribution p(x) is of course normalized, so that

/ p(z)dr =1 (7.2.2)

Now supposethat we generate auniform deviate z and then take some prescribed
function of it, y(x). The probability distributionof y, denoted p(y)dy, isdetermined
by the fundamental transformation law of probabilities, which is simply

Ip(y)dy| = |p(z)dz| (7.23)
or J
p(y) = pl) 5 (7.2.4)

Exponential Deviates

As an example, suppose that y(z) = —In(x), and that p(x) is as given by
equation (7.2.1) for a uniform deviate. Then

dx
p(y)dy = ’d—y’ dy =e™Ydy (7.2.5)

which is distributed exponentialy. This exponentia distribution occurs frequently

in rea problems, usualy as the distribution of waiting times between independent

Poisson-random events, for example the radioactive decay of nuclel. You can also

easily see (from 7.2.4) that the quantity y/\ has the probability distribution \e =Y.
So we have

#include <math.h>

float expdev(long *idum)
Returns an exponentially distributed, positive, random deviate of unit mean, using
ranl(idum) as the source of uniform deviates.
{
float ranl(long *idum) ;
float dum;

do

dum=rani (idum) ;
while (dum == 0.0);
return -log(dum);
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Figure 7.2.1.  Transformation method for generating a random deviate y from a known probability
distribution p(y). The indefiniteintegral of p(y) must be known and invertible. A uniform deviate z is
chosen between 0 and 1. Its corresponding y on the definite-integral curve is the desired deviate.

Let's see what isinvolved in using the above transformation method to generate
some arbitrary desired distribution of y's, say one with p(y) = f(y) for some
positive function f whose integral is 1. (See Figure 7.2.1.) According to (7.2.4),
we need to solve the differential equation

dx

— = 726

5 ='W (7.26)
But the solution of thisisjust z = F(y), where F(y) is the indefinite integral of
f(y). The desired transformation which takes a uniform deviateinto one distributed
as f(y) is therefore

y(z) = F~ () (7.2.7)

where F~1 isthe inverse functionto . Whether (7.2.7) is feasible to implement
depends on whether the inverse function of the integral of f(y) is itself feasible to
compute, either analytically or numerically. Sometimesit is, and sometimes it isn’t.

Incidentally, (7.2.7) has an immediate geometric interpretation: Since F'(y) is
the area under the probability curve to the left of y, (7.2.7) is just the prescription:
choose a uniform random z, then find the value y that has that fraction x of
probability area to its left, and return the value y.

Normal (Gaussian) Deviates

Transformation methods generalize to more than one dimension. If x1, o,
. are random deviates with a joint probability distribution p(x1,2,...)

dzidzs ..., and if yi,y2,... are each functions of all the z's (same number of
y's as x'9), then the joint probability distribution of the y's is
0(x1,z2,. ..
p(y1,y2, .. )dyrdys . .. = p(x1, 22, .. .) ’M’ dyrdys . . . (7.2.8)
Oy, y2, - )

where |0( )/0( )| isthe Jacobian determinant of the x’s with respect to the y's
(or reciprocal of the Jacobian determinant of the y's with respect to the z's).
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7.2 Transformation Method: Exponential and Normal Deviates 289

An important example of the use of (7.2.8) is the Box-Muller method for
generating random deviates with a normal (Gaussian) distribution,

p(y)dy = 6_92/2dy (7.2.9)

1
V2T
Consider the transformation between two uniform deviates on (0,1), x;, z2, and
two quantities y1, yo,

y1 = v —2Inxq cos2mxe

(7.2.10)
Yo = / —2Inx sin 2w,
Equivaently we can write
1 2 2
T1 = exp —5(91 +v3)
(7.2.11)
1 Y2
Tro = —arctan=—
2w Y1
Now the Jacobian determinant can readily be calculated (try it!):
Oxq Oxq
8(561 $2) 3_y1 3_342 |: 1 —y2/2:| |: 1 .2 ]
= = =—|——=e ¥ ——eY2/2 7.2.12
(Y1, y2) g—Zf g—zz V2T V2T ( )

Sincethisis the product of afunction of y» alone and afunction of y; alone, we see
that each y isindependently distributed according to the normal distribution (7.2.9).

One further trick isuseful in applying (7.2.10). Supposethat, instead of picking
uniform deviates xz; and x5 in the unit square, we instead pick v; and v, as the
ordinate and abscissa of arandom point insidethe unit circle around the origin. Then
thesum of their squares, R? = v% +v3 isauniform deviate, which can be used for 21,
whiletheanglethat (v1, v2) defineswithrespect tothev; axiscan serveastherandom
angle 2mzo. What'sthe advantage? It's that the cosine and sinein (7.2.10) can now
be written as vl/\/ﬁ and vz/\/ﬁ, obviating the trigonometric function calls!

We thus have

#include <math.h>

float gasdev(long *idum)
Returns a normally distributed deviate with zero mean and unit variance, using rani (idum)
as the source of uniform deviates.
{
float ranl(long *idum) ;
static int iset=0;
static float gset;
float fac,rsq,vl,v2;

Reinitialize.
We don't have an extra deviate handy, so

if (*idum < 0) iset=0;
if (iset == 0) {
do {

v1=2.0*ran1(idum)-1.0;
v2=2.0*ran1(idum)-1.0;
rsq=vi*xvi+v2*v2;

pick two uniform numbers in the square ex-
tending from -1 to 41 in each direction,
see if they are in the unit circle,

‘(eolIBWY YUON 9pISING) ¥n-oe:wed dno@ape) 0] [lews puss 1o ‘(AJuo eauswy YUON) £2Zt/-2/8-008-T (22 10 W02 1u MMM//:diy S)ISqam JISIA

SINOYAD 10 ‘sanaysip ‘sy00q sadioay [eauswnp Japio o] “pangiyosd Apouis si ‘1aindwod JaAias Aue 03 (suo siyy Buipnjour) sajl ajgepeal
-auiyoew jo Buifdoos Aue Jo ‘uononpolidal Jayun4 asn [euosiad umo Jiay) Joy Adod Jaded suo axewW 0} SIasN 18uIBIUI 10} pajueId SI uoIssIWIad

(5-80TEY-TZS-0 NESI) ONILNAINOD DIFILNTIOS 40 1V IHL :O NI SIJIOFH TvIIHdIWNN wouy abed sjdwes

"aremyjos sadinay feauswnN Aq z66T-886T (O) WyBLUAdOD sweibold ssaid Ausianiun sbpuqued Aq 266T-886T (O) WbLAdoD



290 Chapter 7. Random Numbers

} while (rsq >= 1.0 || rsq == 0.0); and if they are not, try again.
fac=sqrt(-2.0xlog(rsq) /rsq);

Now make the Box-Muller transformation to get two normal deviates. Return one and
save the other for next time.

gset=vixfac;

iset=1; Set flag.
return v2*fac;
} else { We have an extra deviate handy,
iset=0; so unset the flag,
return gset; and return it.

}

See Devroye[1] and Bratley [2] for many additional algorithms.
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Verlag). [2]
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(Reading, MA: Addison-Wesley), pp. 116ff.

7.3 Rejection Method: Gamma, Poisson,
Binomial Deviates

The rgjection method is a powerful, genera technique for generating random
deviateswhosedistribution functionp(x)dx (probability of ava ueoccurring between
z and z + dz) is known and computable. The rejection method does not require
that the cumulative distribution function [indefinite integral of p(z)] be readily
computable, much less the inverse of that function — which was required for the
transformation method in the previous section.

The rgjection method is based on a simple geometrical argument:

Draw a graph of the probability distribution p(z) that you wish to generate, so
that the area under the curvein any range of x correspondsto the desired probability
of generating an x in that range. If we had some way of choosing arandom pointin
two dimensions, with uniform probability in the area under your curve, then the
value of that random point would have the desired distribution.

Now, on the same graph, draw any other curve f(x) which has finite (not
infinite) area and lies everywhere above your original probability distribution. (This
isaways possible, because your original curve encloses only unit area, by definition
of probability.) We will cdl this f(x) the comparison function. Imagine now
that you have some way of choosing a random point in two dimensions that is
uniform in the area under the comparison function. Whenever that point lies outside
the area under the origina probability distribution, we will reject it and choose
another random point. Whenever it liesinside the area under the original probability
distribution, we will accept it. It should be obvious that the accepted points are
uniform in the accepted area, so that their = values have the desired distribution. It
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